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Abstarct - Neural network is one of the important components in Artificial Intelligence (AI). It is a computational 
model for storing and retrieving acquired knowledge .It has been studied for many years in the hope of achieving 
human-like performance in many fields, such as speech and image recognition as well as information retrieval. ANNs 
consists of dense interconnected computing units that are simple models for complex neurons in biological systems. 
The knowledge is acquired during a learning process and is stored in the synaptic weights of the inter-nodal 
connections. The main advantage of neural network is their ability to represent complex input/output relationships. 
The performance of an ANN is measured according to an error between target and actual output, complexity of 
ANN, training time etc. The topologicalstructure of an ANN can be characterized by the arrangement of the layers 
and neurons, the nodal connectivity, and the nodal transfer function.

This paper contains development of a simple graphical user interface in MATLAB that uses neural network 
algorithm for prediction of output for a set of inputs according to the learning example given. The developed tool is 
used to predict material removal rate and tool ware by taking speed, feed and depth of cut as input parameter from a 
CNC milling machine. This tool is also used for predicting volume and stress of an inboard fixed trailing edge rib for 
different combination of thickness parameters. The predicted result is then compared with results obtained from 
ANSYS for calculation of error percentage. Higher value of learning rate is used for prediction of large number of 
data.

I. INTRODUCTION

Since the invention of computers, the human being has attempted to create machineswhich can directly interact 
with the real world without his intervention. Artificial Neural Network is a quest for an artificial brain. Our 
brain remembers a lot of things and also it recognizes objects very fast. Like our brain artificial neural network 
learns from the complex data set given as example to it and it predicts output for a different set of input 
parameters. Prediction using artificial neural network saves time, money and resources. Artificial neural 
networks has been in widely used in the field of system identification and control, quantum chemistry game 
playing and decision making, pattern recognition, sequence recognition, medical diagnosis, financial 
applications, data mining, visualization and email spam filtering. In engineering this is widely used as an 
alternative to statistical and optimization methods in combination with numerical simulation systems. This is 
also used for weather forecasting, machine controls, control systems, water management, signal detection etc.

In this project I have demonstrated the basic working principle of artificial neural networks and their 
applications in aerospace industries using some simple examples. The tool can be used for other prediction 
problems after training the network with set of examples.

II. ARTIFICIAL NEURAL NETWORKS

Artificial Neural Networks are massively interconnected network in parallel of simple adaptable elements, with 
hierarchic organization, which try to interact with the object of the real world in the same way as the nervous 
system does. There are three kinds of artificial neurons in the construction of ANN: input, output and hidden. 
The input nodes as there name indicates are the entrance door to the network and get information from the 
surroundings. The unit of output has the function of transmitting the answer of the artificial network to the 
exterior, and can be directly used in control of a system. Finally the hidden layers are those which entrance and 
exits are inside the net, they don’t have any contact with the surrounding. Each value from the input layer is 
duplicated and sent to the hidden nodes. The value entering hidden nodes are multiplied by weights, a set of 
predefined numbers stored in the system. The weighed inputs then are added to produce a single number. Before 
leaving the node this number is passed through a non-linear mathematical function called sigmoid, which is a ‘s’ 
shaped curve that limits the node’s output. The utility of artificial neural network lies in the fact that they can be 
used to infer a function from observation. The domain of the application of the neural network can be 
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categorized into pattern recognition, grouping, prediction, optimization, approximation, control, association etc. 
The artificial neural network gives alternatives which give flexible solution in great domains

1.1. Biological Background

Artificial neural nets were originally designed to model the functionality of the biological neural 
networks which are a part of the human brain. Our brains contain about neurons. Each biological neuron 
consists of a cell body, a collection of dendrites which bring electrochemical information into the cell and an 
axon which transmits electrochemical information out of the cell.

A neuron produces an output along its axon and it fires when the collective effect of its inputs reaches a 
certain threshold. The axon from one neuron can influence the dendrites of another neuron across junctions 
called synapses. Some synapses will generate a positive effect in the dendrite, i.e.one which encourages its 

neuronto fire, and others will produce a negative effect, i.e. one which discourages the neuron from firing. A 
single neuron receives inputs from perhaps synapses and the total number of synapses in our brains may be of 
the order of . It is still not clear exactly how our brain learn and remember but it appears to be associated with 

the interconnections between the neurons (i.e.at the synapses).

Like in human brain an artificial neural network consists of processing elements, combining functions, transfer 
functions, element output and weights.

Similarity between Biological Nervous System and Artificial Neural Network
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1.2. Types of Artificial Neural Networks.

There are many types of artificial neural networks. 

1. Feed forward neural network

2. Radial basis function(RBF) network

3. Kohonen self-organizing network

4. Learning vector quantization

5. Recurrent neural network

6. Modular neural network

7. Physical neural network

8. Elman neural network

1.3. Types of learning rules in Neural Networks

There are many types of neural network learning rules; they fall into two broad categories: 

supervised learning, and unsupervised learning.

· Supervised Learning
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The learning rule is provided with a set of examples (the training sets) of proper network behavior: Let are the 
inputs to a network and are the corresponding correct target output. As the inputs are applied to the network, the 
network outputs are then compared with targets. The learning rule is then used to adjust the weights and biases 
of the network in order to move the network output closer to the target.In supervised learning we assume that at 
each instant of time when the input is applied, the desired response of the system is provided by the teacher. 
Error obtained from the network is used to correct network parameter externally.

· Unsupervised Learning

In unsupervised learning, the weights and biases are modified in response to network input only. There are no 
target outputs available. At first glance this might seem to be impractical. How can you train a network if you 
don’t know what is supposed to do? Most of thesealgorithms perform some kind of clustering operation. They 
learn to categorize the input patterns into a finite number of classes. This is useful in such applications such as 
vector quantization.In learning without supervision the desired response is not known; thus, explicit error 
information cannot be used to improve the network behavior. Since no information is availableas to correctness 
or incorrectness of responses, learning must somehow be accomplished based on the observation of responses to 
inputs that we have marginal or no knowledge about.

· Feed forward neural network

Feed-forward networks are the most well-known and widely used class of neural network. The popularity of 
feed-forward networks derives from the fact that they have been applied successfully to a wide range of 
information processing tasks in such diverse fields as speech recognition, financial prediction, image 
compression, medical diagnosis and protein structure prediction. In common with all the neural networks, feed 
forward networks are trained, rather than programmed, to carry out the chosen information processing tasks. 
Training a feed-forward network involves adjusting the network so that it is able to produce a specific output for 
each of a given set of input patterns. Since the desired inputs are known in advance, training a feed forward 
network is an example of supervised learning.

· The feed-forward architecture

Feed-forward networks have a characteristic layered architecture, with each layer comprising one or more 
simple processing units called artificial neurons. There are commonly 3 layers in a feed forward network: input 
layer, hidden layer,output layer. Based on the number of hidden layer in a network the network is divided into 2 
categories.
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Single layer network have only one hidden layer while multi-layer network will have more than one hidden 
layers.

· Neuron Model

The neuron is the basis information processing unit of ANN. It consists of:

1. A set of links, describing the neuron inputs, with weights W1,W2 ,..,Wn.

2. An adder function(linear combiner) for computing the weighted sum of the inputs: 

inputs is then added with some bias before passed through activation function

y 

Terms in a neuron model

Figure 3 single layer and multilayer neural networkEngineering Optimization using Artificial Neural Network

Boeing Technical Externship 2014 

- These are random numbers which multiplied with the scaled input 

parameters of the training set given to the network.

- This is an external parameter of the neuron. It can be modeled by adding an extra 

input.

One can choose threshold functions, linear functions and logistic function as activation 

functions.
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· 1.5.3 The Training process-Back-propagation algorithm

A key feature of neural networks is an iterative learning process in which data cases (rows) are 

presented to the network one at a time, and the weights associated with the input values are adjusted each time. 
After all cases are presented, the process often starts over again. During this learning phase, the network learns 
by adjusting the weights so as to be able to predict the correct class label of input samples. Neural network 
learning is also referred to as "connectionist learning," due to connections between the units. Advantages of 
neural networks include their high tolerance to noisy data, as well as their ability to classify patterns on which
they have not been trained. The most popular neural network algorithm is back-propagation algorithm proposed 
in the 1980's.

Once a network has been structured for a particular application, that network is ready to be trained. To start this 
process, the initial weights (described in the next section) are chosen randomly. Then the training, or learning, 
begins.The network processes the records in the training data one at a time, using the weights and functions in 
the hidden layers, and then compares the resulting outputs against the desired outputs. Errors are then 
propagated back through the system, causing the system to adjust the weights for application to the next record 
to be processed. This process occurs over and over as the weights are continually tweaked. During the training 
of a network the same set of data is processed many times as the connection weights are continually refined.

· Back propagation algorithm

The feed forward, back-propagation architecture was developed in the early 1970's by several independent 

souwrces (Werbor; Parker; Rumelhart, Hinton and Williams). Back-propagation architecture is the most 
popular, effective, and easy-to-learn model for complex, multi-layered networks. Its greatest 

strength is in non-linear solutions to ill-defined problems. The typical back-propagation network has an input 
layer, an output layer, and at least one hidden layer. There is no theoretical limit on the number of hidden layers 
but typically there are just one or two. Some work has been done which indicates that a maximum of five layers 
(one input layer, three hidden layers and an output layer) are required to solve problems of any complexity. 
Each layer is fully connected to the succeeding layer.The training process normally uses some variant of the 
Delta Rule, which starts with the calculated difference between the actual outputs and the desired outputs. Using 
this error, connection weights are increased in proportion to the error times a scaling factor for globalaccuracy. 
Doing this for an individual node means that the inputs, the output, and the desired output all have to be present 
at the same processing element. The complex part of this learning mechanism is for the system to determine 
which input contributed the most to an incorrect output and how does that element get changed to correct the 
error. An inactive node would not contribute to the error and would have no need to change its weights. To 
solve this problem, training inputs are applied to the input layer of the network, and desired outputs are 
compared at the output layer. During the learning process, a forward sweep is made throughthe network, and the 
output of each element is computed layer by layer. The difference between the output of the final layer and the 
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desired output is back-propagated to the previous layer(s), usually modified by the derivative of the transfer 
function, and the connection weights are normally adjusted using the Delta Rule. This process proceeds for the 
previous layer(s) until the input layer is reached.

· Study of weight update rule using back propagation algorithm

Considering a neural network with one input layer, one hidden layer and one output layer, when an input vector 
is propagated through the network, for the current set of weights there is an output pred. The objective of 
supervised training is to adjust the weights so that the difference between the network output Pred and the 
required output Req is reduced. This requires an algorithm that reduces the absolute error, which is the same as 
reducing the squared error, where:

The algorithm should adjust the weights such that E2is minimized. Back-propagation is such an algorithm that 
performs a gradient descent minimization of E2. In order to minimize E2,its sensitivity to each of the weights 
must be calculated. in other words, we need to know what effect changing each of the weights will have on E2. 
If this is known then the weights can be adjusted in the direction that reduces the absolute error.

From the above illustration , the approximation used for the weight change can be given by the 

delta rule:

Here is the learning rate parameter, which determines the rate of learning and is the 

sensitivity of the error, E2, to the weight and determines the direction of search in weight 

space for the new weight as given in the figure below
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III. DEVELOPMENT OF TOOL

A simple graphical user interface is developed in MATLAB that can be used for any data prediction by giving a 
set of examples. The code uses feed forward-back propagation network for data prediction. The user interface 
contains 3 panels. In the first panel the user need to upload the input data in excel format and also user need to 
give maximum and minimum valuesof inputs and outputs for normalization of input parameters. The user 
interface will plot the error graph in the second step by displaying the error value. The user can change the 
learning rate according to the error graph. The user can also reset the weights if the error graph is not acceptable. 
In the third step it will plot the graph between the predicted and actual output. The output can be saved in excel 
format after calculation of minimum error.he above image shows the screenshot of the developed graphical user 
interface. The file thatwe are giving as a input data should contain input parameters in sheet1, output parameter 
in sheet2 and data for which output to be predicted in sheet 3. Maximum and minimum values of the input 
parameters should be given by separating them with commas in the textbox provided. The user should proceed 
to step2 only after completing the step1.In step2 user can stop the loop after certain iteration by pressing the 
early stop button. User can also choose a suitable learning rate between 0.001 to 1 using the slider. In step 3 it 
will show the graph between actual and predicted output. By pressing the save output button the user will give 
the filename in which the output to be saved. In the output file the user will get the actual output in sheet1, the 
predicted output in sheet2 and predicted data for the test set in sheet 3.

IV. TOOL VALIDATION

The above image shows the screenshot of the developed graphical user interface. The file that we are giving as a 
input data should contain input parameters in sheet1, output parameter in sheet2 and data for which output to be 
predicted in sheet 3. Maximum and minimum values of the input parameters should be given by separating them 
with commas in the textbox provided. The user should proceed to step2 only after completing the step1.In step2 
user can stop the loop after certain iteration by pressing the early stop button. User can also choose a suitable 
learning rate between 0.001 to 1 using the slider. In step 3 it will show the graph between actual and predicted 
output. By pressing the save output button the user will give the filename in which the output to be saved. In the 
output file the user will get the actual output in sheet1, the predicted output in sheet2 and predicted data for the 
test set in sheet 3.

4.1 Predictions done using ANN.

Prediction of tool ware and material removal rate in a CNC milling machine.In this report we have tried to 
predict the tool ware and material removal rate of a CNC milling machine. The inputs for these predictions are 
speed, feed and depth of cut.
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4.2. Prediction of Volume and Stress of a fixed Trailing Edge

For the above FTE rib we have predicted the volume and stress when certain force is applied at each node. For 
this we have taken thickness of the rib as input parameter. At first this rib is analysed in ANSYS and the results 
obtained are given to ANN for training the network and we obtained the approximate result using 7 neurons and 
50000 iterations
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V. CONCLUSION

Artificial neural network can be used for many engineering application. Once a network is well trained with a 
valid set of training data, it will save a lot of resources. Choosing the number of hidden layer affect a lot to the 
predicted output. For this reason this needs to continuously train with different hidden neuron values. In the 
above graph for predicting stress we are getting more error as no. of data set provided for training is less
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