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Abstract- Algorithms developed by the author for recognizing persons by their iris patterns have now been tested in six field and laboratory trials, producing no false matches in several million comparison tests. The recognition principle is the failure of a test of statistical independence on iris phase structure encoded by multi-scale quadrature wavelets. The combinatorial complexity of this phase information across different persons spans about 249 degrees of freedom and generates a discrimination entropy of about 3.2 bits/mm² over the iris, enabling real-time decisions about personal identity with extremely high confidence. The high confidence levels are important because they allow very large databases to be searched exhaustively (one-to-many identification mode) without making false matches, despite so many chances. Biometrics that lack this property can only survive one-to-one (verification) or few comparisons. This paper explains the iris recognition algorithms, and presents results of 9.1 million comparisons among eye images from trials in Britain, the USA, Japan, and Korea.
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I. INTRODUCTION

Biometrics technology using advanced computer techniques is now widely adopted as a front-line security measure for both identity verification and crime detection, and also offers an effective crime deterrent. Biometric techniques are used for the purpose of identifying individual by using unique characteristics of each person deterrent. A term derived from ancient Greek: ‘bios’ meaning ‘life’ and ‘metric’, ‘to measure’. A biometric system can operate in two modes. One is Verification (authentication) which refers to the problem of confirming or denying a person's claimed identity (Am I who I claim I am?). Second is Identification (Who am I?) which refers to the problem of establishing a subject's identity - either from a set of already known identities (closed identification problem) or otherwise (open identification problem).

The human iris (Figure 1) is rich in features which can be used to quantitatively and positively distinguish one eye from another. The iris contains many collagenous fibers, contraction furrows, coronas, crypts, color, serpentine vasculature, striations, freckles, rifts, and pits. Measuring the patterns of these features and their spatial relationships to each other provides other quantifiable parameters useful to the identification process. In practical terms, statistical analyses indicate that the Iridium Technologies IRT process uses 240 degrees-of-freedom (DOF), or independent measures of variation to distinguish one iris from another.
Reliable automatic recognition of persons has long been an attractive goal. As in all pattern recognition problems, the key issue is the relation between interclass and intra-class variability: objects can be reliably classified only if the variability among different instances of a given class is less than the variability between different classes. For example in face recognition, difficulties arise from the fact that the face is a changeable social organ displaying a variety of expressions, as well as being an active 3D object whose image varies with viewing angle, pose, illumination, accoutrements, and age. It has been shown that for facial images taken at least one year apart, even the best current algorithms have error rates of 43% (Phillips et al. 2000) to 50% (Pentland et al. 2000). Against this intra-class (same face) variability, inter-class variability is limited because different faces possess the same basic set of features, in the same canonical geometry.

II. FINDING AN IRIS IN AN IMAGE

To capture the rich details of iris patterns, an imaging system should resolve a minimum of 70 pixels in iris radius. In the field trials to date, a resolved iris radius of 100 to 140 pixels has been more typical. Monochrome CCD cameras (480 x 640) have been used because NIR illumination in the 700nm - 900nm band was required for imaging to be invisible to humans. Some imaging platforms deployed a wide angle camera for coarse localization of eyes in faces, to steer the optics of a narrow-angle pan/tilt camera that acquired higher resolution images of eyes. There exist many alternative methods for finding and tracking facial features such as the eyes, and this well researched topic will not be discussed further here. In these trials, most imaging was done without active pan/tilt camera optics, but instead exploited visual feedback via a mirror or video image to enable cooperating Subjects to position their own eyes within the field of view of a single narrow-angle camera. Focus assessment was performed in real-time (faster than video frame rate) by measuring the total high-frequency power in the 2D Fourier spectrum of each frame, and seeking to maximize this quantity either by moving an active
lens or by providing audio feedback to Subjects to adjust their range appropriately. Images passing a minimum focus criterion were then analyzed to find the iris, with precise localization of its boundaries using a coarse-to-fine strategy terminating in single-pixel precision estimates of the center coordinates and radius of both the iris and the pupil. Although the results of the iris search greatly constrain the pupil search, concentricity of these boundaries cannot be assumed. Very often the pupil center is nasal, and inferior, to the iris center. Its radius can range from 0.1 to 0.8 of the iris radius. Thus, all three parameters defining the pupillary circle must be estimated separately from those of the iris. A very effective integro differential operator for determining these parameters is:

$$\text{IIIa}(r; p, x, y) = \frac{1}{2\pi r} \int_{s} ds I(r, x, y)$$

Where $I(x; y)$ is an image such as Fig 1 containing an eye. The operator searches over the image domain $(x; y)$ for the maximum in the blurred partial derivative with respect to increasing radius $r$, of the normalized contour integral of $I(x; y)$ along a circular arc $ds$ of radius $r$ and center coordinates $(x_0; y_0)$. The symbol $*$ denotes convolution and $G_\sigma(r)$ is a smoothing function such as a Gaussian of scale $\sigma$. The complete operator behaves in effect as a circular edge detector, blurred at a scale set by $\sigma$, which searches iteratively for a maximum contour integral derivative with increasing radius at successively finer scales of analysis through the three parameter space of center coordinates and radius $x_0, y_0, r$ defining a path of contour integration. The operator in (1) serves to find both the pupillary boundary and the outer (limbus) boundary of the iris, although the initial search for the limbus also incorporates evidence of an interior pupil to improve its robustness since the limbus boundary itself usually has extremely soft contrast when long wavelength NIR illumination is used. Once the coarse-to-fine iterative searches for both these boundaries have reached single pixel precision, then a similar approach to detecting curvilinear edges is used to localize both the upper and lower eyelid boundaries. The path of contour integration in (1) is changed from circular to arcuate, with spline parameters fitted by standard statistical estimation methods to describe optimally the available evidence for each eyelid boundary. The result of all these localization operations is the isolation of iris tissue from other image regions, as illustrated in Fig 1 by the graphical overlay on the eye.

### III. IRIS FEATURE ENCODING BY 2D WAVELET DEMODULATION

Each isolated iris pattern is then demodulated to extract its phase information using quadrature 2D Gabor wavelets (Daugman 1985, 1988, 1994). This encoding process is illustrated in Fig 2. It amounts to a patch-wise phase quantization of the iris pattern, by identifying in which quadrant of the complex plane each resultant phasor lies when a given area of the iris is projected onto complex-valued 2D Gabor wavelets:

$$\hat{h}(\text{Re} \text{Im}) = \text{sgn}(\text{Re} \text{Im}) \left[ \int_{0}^{\phi} \int_{0}^{\beta} I(\rho, \phi) e^{-i\omega(\rho_0 - \phi)} \cdot e^{-(r_0 - \rho)^2/\alpha^2} e^{-(r_0 - \beta)^2/\beta^2} d\rho d\phi \right]$$

where $h(\text{Re}; \text{Im})$ can be regarded as a complex-valued bit whose real and imaginary parts are either 1 or 0 (sgn) depending on the sign of the 2D integral; $(\rho, \phi)$ is the raw iris image in a dimensionless polar coordinate system that is size- and translation-invariant, and which also corrects for pupil dilation as explained in a later section; $\alpha$ and $\beta$ are the multi-scale 2D wavelet size parameters, spanning an 8-fold range from 0.15mm to 1.2mm on the iris; $\omega$ is wavelet frequency, spanning 3 octaves in inverse proportion to $\beta$; and $(r_0; 0)$ represent the polar coordinates of each region of iris for which the phase or coordinates $h(\text{Re}; \text{Im})$ are computed. Such a phase quadrant coding sequence is illustrated for one iris by the bit stream shown graphically in Fig 1. A desirable feature of the phase code portrayed in Fig 2 is that it is a cyclic, or grey code: in rotating between any adjacent phase quadrants, only a single bit changes, unlike a binary code in which two bits may change, making some errors arbitrarily more costly than others. Altogether 2,048 such phase bits (256 bytes) are computed for each iris, but in a major improvement over the earlier (Daugman 1993) algorithms, now an equal number of masking bits are also computed to signify whether any
iris region is obscured by eyelids, contains any eyelash occlusions, specular reflections, boundary artifacts of hard contact lenses, or poor signal-to-noise ratio and thus should be ignored in the demodulation code as artifact.

Figure 3: Illustration that even for poorly focused eye images, the bits of a demodulation phase sequence are still set, primarily by random CCD noise. This prevents poorly focused eye images from resembling each other in the pattern matching stage, in the way that (e.g.) poorly resolved face images look alike and can be confused with each other.

Only phase information is used for recognizing irises because amplitude information is not very discriminating, and it depends upon extraneous factors such as imaging contrast, illumination, and camera gain. The phase bit settings which code the sequence of projection quadrants as shown in Fig 2 capture the information of wavelet zero-crossings, as is clear from the sign operator in (2). The extraction of phase has the further advantage that phase angles are as-signed regardless of how low the image contrast may be, as illustrated by the extremely out-of-focus image in Fig 3. Its phase bit stream has statistical proper-ties such as run lengths similar to those of the code for the properly focused eye image in Fig 1. (Fig 3 also illustrates the robustness of the iris- and pupil finding operators, and the eyelid detection operators, despite poor focus.) The benefit which arises from the fact that phase bits are set also for a poorly focused image as shown here, even if based only on random CCD noise, is that different poorly focused irises never become confused with each other when their phase codes are compared. By contrast, images of different faces look increasingly alike when poorly resolved, and may be confused with each other by appearance-based face recognition algorithms.

IV. RECOGNIZING IRISES REGARDLESS OF SIZE, POSITION, AND ORIENTATION

Robust representations for pattern recognition must be invariant to changes in the size, position, and orientation of the patterns. In the case of iris recognition, this means we must create a representation that is invariant to the optical size of the iris in the image (which depends upon the distance to the eye, and the camera optical magnification factor); the size of the pupil within the iris (which introduces a non-fine pattern deformation); the location of the iris within the image; and the iris orientation, which depends upon head tilt, torsional eye rotation within its socket (cyclovergence), and camera angles, com-pounded with imaging through pan/tilt eye- finding mirrors that introduce additional image rotation factors as a function of eye position, camera position, and mirror angles. Fortunately, invariance to all of these factors can readily be achieved.
V. UNIQUENESS OF FAILING THE TEST OF STATISTICAL INDEPENDENCE

The statistical data and theory presented above show that we can perform iris recognition successfully just by a test of statistical independence. Any two different irises are statistically “guaranteed” to pass this test of independence, and any two images that fail this test (i.e. produce a HD 0.32) must be images of the same iris. Thus, it is the unique failure of the test of independence, that is the basis for iris recognition.

It is informative to calculate the significance of any observed HD matching score, in terms of the likelihood that it could have arisen by chance from two different irises. These probabilities give a confidence level associated with any recognition decision. Fig 5 shows the false match probabilities marked off in cumulative along the tail of the distribution presented in Fig 4. Table 1 enumerates the cumulative of (11) (false match probabilities) as a more fine-grained function of HD decision criterion in the range between 0.26 and 0.35. Calculation of the large factorial terms in (4) was done with Stirling’s approximation which errs by less than 1% for \( n \geq 9 \)

<table>
<thead>
<tr>
<th>HD Criterion</th>
<th>Odds of False Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.26</td>
<td>1 in 10^{13}</td>
</tr>
<tr>
<td>0.27</td>
<td>1 in 10^{12}</td>
</tr>
<tr>
<td>0.28</td>
<td>1 in 10^{11}</td>
</tr>
<tr>
<td>0.29</td>
<td>1 in 13 billion</td>
</tr>
<tr>
<td>0.30</td>
<td>1 in 1.5 billion</td>
</tr>
<tr>
<td>0.31</td>
<td>1 in 185 million</td>
</tr>
<tr>
<td>0.32</td>
<td>1 in 26 million</td>
</tr>
<tr>
<td>0.33</td>
<td>1 in 4 million</td>
</tr>
<tr>
<td>0.34</td>
<td>1 in 690,000</td>
</tr>
<tr>
<td>0.35</td>
<td>1 in 133,000</td>
</tr>
</tbody>
</table>
Table 1: Cumulative under giving single false match probabilities for various HD criteria.

The algorithms for iris recognition exploit the extremely rapid attenuation of the HD distribution tail created by binomial combinatorial, to accommodate very large database searches without suffering false matches. The HD threshold is adaptive, to maintain PN < 10^6 regardless of how large the search database size N is.

As Table 1 illustrates, this means that if the search database contains 1 million different iris patterns, it is only necessary for the HD match criterion to adjust downwards from 0.33 to 0.27 in order to maintain still a net false match probability of 10^6 for the entire database.

VI. DECISION ENVIRONMENTS FOR IRIS RECOGNITION

The overall decidability of the task of recognizing persons by their iris patterns is revealed by comparing the Hamming Distance distributions for same versus for different irises. The left distribution in Fig 6 shows the HDs computed between 7,070 different pairs of same-eye images at different times, under different conditions, and usually with different cameras; and the right distribution gives the same 9.1 million comparisons among different eyes shown earlier. To the degree that one can confidently decide whether an observed sample belongs to the left or the right distribution in Fig 6, iris recognition can be successfully performed. Such a dual distribution representation of the decision problem may be called the decision environment, because it reveals the extent to which the two cases (same versus different) are separable and thus how reliably decisions can be made, since the overlap between the two distributions determines the error rates. Whereas Fig 6 shows the decision environment under less favorable conditions (images acquired by different camera platforms), Fig 7 shows the decision environment under ideal (almost artificial) conditions. Subjects’ eyes were imaged in a laboratory setting using always the same camera with fixed zoom factor and at fixed distance, and with fixed illumination. Not surprisingly, more than half of such image comparisons achieved an HD of 0.00, and the average HD was a mere 0.019. It is clear from comparing Fig 6 and Fig 7 that the authentic Distribution for iris recognition (the similarity between different images of the same eye, as shown in the left-side distributions), depends very strongly upon the image acquisition conditions. However, the measured similarity for impostors. (the right-side distribution) is apparently almost completely independent of imaging factors. Instead, it mainly reflects just the combinatorial of Bernoulli trials, as bits from independent binary sources (the phase codes for different irises) are compared.

VII. SPEED PERFORMANCE SUMMARY

On a 300 MHz Sun workstation, the execution times for the critical steps in iris recognition are as follows, using optimized integer code:
The search engine can perform about 100,000 full comparisons between different irises per second, because of the efficient implementation of the matching process in terms of elementary Boolean operators EX-OR and \( \cap \) acting in parallel on the computed phase bit sequences. If database size was measured in millions of enrolled persons, then the inherent parallelism of the search process should be exploited for the sake of speed by dividing up the entire search database into units of about 100,000 persons each. The confidence levels shown in Table 1 indicate how the decision threshold should be adapted for each of these parallel search engines, in order to ensure that no false matches were made despite several large-scale searches being conducted independently. The mathematics of the iris recognition algorithms make it clear that databases the size of entire nations could be searched in parallel to make a confident identification decision, in about 1 second using parallel banks of inexpensive CPUs, if such large national iris databases ever came to exist.
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<table>
<thead>
<tr>
<th>Operation</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assess image focus</td>
<td>15 msec</td>
</tr>
<tr>
<td>Scrub specular reflections</td>
<td>56 msec</td>
</tr>
<tr>
<td>Localize eye and iris</td>
<td>90 msec</td>
</tr>
<tr>
<td>Fit pupillary boundary</td>
<td>12 msec</td>
</tr>
<tr>
<td>Detect and fit both eyelids</td>
<td>93 msec</td>
</tr>
<tr>
<td>Remove lashes and contact lens edges</td>
<td>78 msec</td>
</tr>
<tr>
<td>Demodulation and Iris Code creation</td>
<td>102 msec</td>
</tr>
<tr>
<td>XOR comparison of two Iris Codes</td>
<td>10 ( \mu s )</td>
</tr>
</tbody>
</table>

Table 2: Speeds of various stages in the iris recognition process.