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Abstract-   Feature recognition techniques are used in speech recognition systems to identify and extract relevant 
information from speech signals. In the case of disordered speech, such as that produced by individuals with speech 
disorders, these techniques can be particularly challenging due to the variability and unpredictability of the speech 
patterns. To improve the accuracy of speech recognition for disordered speech, various feature recognition techniques 
have been proposed, including the use of spectral features, pitch-based features, and prosodic features. These techniques 
take into account the unique characteristics of disordered speech and can improve the performance of speech recognition 
systems. There are several techniques used for speech feature extraction, some of the most commonly used include Mel-
Frequency Cepstral Coefficients (MFCCs), Linear Predictive Coding (LPC), Perceptual Linear Predictive (PLP), Line 
Spectral Frequencies (LSF).  Overall, the development of feature recognition techniques in disordered speech recognition 
systems has the potential to significantly improve the quality of life for individuals with speech disorders by enabling 
them to more easily communicate with electronic devices. 
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I. MEL-FREQUENCY CEPSTRAL COEFFICIENTS (MFCCS) 

Mel-Frequency Cepstral Coefficients (MFCCs) are a feature representation commonly used in speech and music 
processing. They summarize the spectral envelope (shape of sound frequencies) of a sound clip into a compact set of 
coefficients, which can then be used for tasks such as speaker recognition, music genre classification, and speech 
recognition. 

MFCCs are the most commonly used feature extraction technique in speech recognition systems. They are 
calculated by applying a Mel-scale filter bank to the log power spectrum of the speech signal, followed by discrete 
cosine transform (DCT). MFCCs capture the spectral envelope of the speech signal, which is particularly important 
for recognizing phonemes and words.[1][2] 

In simple terms, MFCCs can be thought of as a way to extract the unique characteristics of a sound and represent 
them as numerical values, allowing computers to analyze and recognize different sounds. 

 
Figure 1.  Processing steps involved in computing MFCC 
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Features: 
1. Human auditory system: MFCCs are designed to mimic the human auditory system's response to sound, 

making them a good representation of speech for computer processing. 
2. Compact representation: MFCCs provide a compact representation of the spectral envelope of a sound, 

reducing the amount of data that needs to be processed. 
3. Robustness to noise: MFCCs are robust to additive noise, meaning that they can still accurately represent 

speech even in noisy environments. 
4. Invariant to changes in pitch: MFCCs are designed to be invariant to changes in pitch, making them a good 

representation for speech recognition across different speakers with different pitch levels. 
5. Good performance: MFCCs have been extensively tested and shown to have good performance on a variety of 

speech recognition tasks. 
 

II. LINEAR PREDICTIVE CODING (LPC) 

Linear Predictive Coding (LPC) is a mathematical method used to analyze and represent speech signals. It is 
widely used in speech and audio processing for tasks such as speech synthesis, speech coding, and speech 
recognition. 

Linear Predictive Coding (LPC): LPC is a technique for modeling the vocal tract and predicting the speech signal 
based on the model parameters. The parameters are then used as features for speech recognition. LPC has been 
widely used for speech recognition due to its computational efficiency and robustness against noise. [3][4] 

The basic idea behind LPC is to model a speech signal as a weighted sum of past samples, with the weights 
representing the vocal tract characteristics of the speaker. The vocal tract characteristics are captured using a set of 
LPC coefficients, which can be estimated from the speech signal using linear regression. 

Once the LPC coefficients are obtained, they can be used to synthesize a speech signal that is similar to the 
original, but with a reduced number of samples. This makes LPC a useful tool for speech coding and compression. 

In speech recognition, LPC coefficients can be used as features to represent the spectral envelope of the speech 
signal. By modeling the vocal tract characteristics of the speaker, LPC features can provide a more compact and 
robust representation of speech compared to raw speech samples, improving the accuracy of speech recognition 
systems. 

Overall, LPC is a powerful tool for analyzing and representing speech signals, and it continues to be widely used 
in various speech and audio processing applications. 

 
Figure 2.   Processing steps involved in computing LPC 

Features: 
1. Predictive Modeling: LPC models the vocal tract as a linear filter and predicts the current sample based on past 

samples. 
2. Filter Coefficients: LPC estimates the filter coefficients that characterize the vocal tract and represent the 

speech signal. 
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3. Compact Representation: LPC provides a compact representation of the speech signal by representing it as a 
small number of filter coefficients. 

4. Noise Reduction: LPC can be used to reduce noise in speech signals by predicting and removing the noise 
component. 

5. Coding Efficiency: LPC provides efficient coding of speech signals by taking advantage of the redundancy in 
speech signals. 

6. Widely Used: LPC is widely used in speech coding, speech synthesis, speech recognition, and speech analysis 
applications. 

7. Versatility: LPC can be adapted to various applications by choosing the appropriate model order and analysis 
window size. 

III.  PERCEPTUAL LINEAR PREDICTIVE (PLP)  

Perceptual Linear Predictive (PLP) is a method for processing and analyzing speech signals that aims to model 
the way the human auditory system processes speech. 

PLP is an extension of LPC that incorporates human perceptual principles and has been found to perform better 
than LPC in speech recognition tasks. PLP features are based on the spectral envelope of the speech signal, as in 
MFCCs, but use a more sophisticated filter bank and DCT to obtain the features.[5][6] 

PLP works by first converting the speech signal into a representation that corresponds to the auditory spectral 
envelope. This is done by applying a series of processing steps, such as transforming the signal into the frequency 
domain, and computing a smoothed estimate of the spectral envelope. 

Next, PLP applies a linear predictive coding (LPC) technique to model the spectral envelope as a filter. This 
involves estimating a set of filter coefficients that can be used to predict the spectral envelope from past samples. 

The resulting filter coefficients and other PLP features can be used for various speech processing tasks, such as 
speech coding, speech recognition, and speech analysis. The goal of PLP is to provide a representation of speech 
that is more representative of how the human auditory system perceives speech, compared to traditional LPC. 

 

Figure 3.  Processing steps involved in computing PLP 

Features: 

1. Auditory Modeling: PLP models the human auditory system by converting the speech signal into a 
representation that corresponds to the auditory spectral envelope. 

2. Linear Predictive Coding (LPC): PLP applies LPC to model the auditory spectral envelope as a filter, 
providing a compact representation of the speech signal. 
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3. Smoothed Spectral Envelope: PLP computes a smoothed estimate of the spectral envelope, reducing spectral 
fluctuations and emphasizing spectral structures that are important for perception. 

4. Robustness: PLP is designed to be robust to various types of distortions, such as noise and interference, making 
it well-suited for practical speech processing applications. 

5. Perceptually Motivated Features: PLP provides a set of features that are motivated by the human auditory 
system, making it well-suited for speech processing tasks that aim to model perceptual properties of speech. 

6. Widely Used: PLP is widely used in speech processing, speech recognition, and speech analysis applications, 
due to its effectiveness and simplicity. 

7. Adaptability: PLP can be adapted to various applications by choosing the appropriate processing steps, such as 
the type of window function used, and the number of filter coefficients. 

IV.  LINE SPECTRAL FREQUENCIES (LSF) 

Line Spectral Frequencies (LSF) is a speech feature extraction technique used in the field of speech processing. 
LSFs are obtained by representing the spectral envelope of speech signals in terms of the line spectral frequencies of 
the vocal tract resonances, also known as formants.[7][8][9][10] 

The LSFs are obtained using a mathematical technique called line spectral pairs (LSPs), which involves 
transforming the filter coefficients of the speech signal into a set of line spectral frequencies. The LSFs provide a 
compact and robust representation of the spectral envelope of speech signals and capture important information 
about the formants of the speech. 

One advantage of LSFs over other speech feature extraction techniques, such as Mel-Frequency Cepstral 
Coefficients (MFCCs) and Linear Predictive Coding (LPC), is that they are less sensitive to quantization error and 
provide improved robustness in noisy environments. 

LSFs have been used in a variety of speech processing applications, including speech recognition, speaker 
identification, and emotion recognition. They have also been used in speech coding, which involves the efficient 
representation of speech signals for communication purposes. 

In summary, LSFs are a useful and widely used speech feature extraction technique that provide a compact and 
robust representation of the spectral envelope of speech signals and capture important information about the 
formants of the speech. 

 

Figure 4.  Processing steps involved in computing LSF 

Features: 
1. Robustness to noise: LPC coefficients are robust to noise and channel variability, as they provide a compact 

representation of the spectral envelope that is less sensitive to these factors compared to other feature 
extraction techniques. 

2. Compact representation: LPC coefficients provide a compact representation of the speech signal, which makes 
them suitable for storage and transmission. 
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3. Ease of computation: LPC is a simple and computationally efficient technique, as it only requires the 
estimation of a small number of coefficients. 

4. Flexibility: LPC can be adapted to different speech processing applications by varying the number of 
coefficients used and the way in which they are computed. 

5. Widely used: LPC is a widely used speech feature extraction technique that has been successfully applied in a 
variety of speech processing applications, such as speech recognition, speaker identification, and emotion 
recognition. 

V.CONCLUSION 

In conclusion, speech feature extraction is a crucial step in speech processing and recognition. Various techniques 
have been developed and explored, including time-domain, frequency-domain, and cepstral analysis. Each technique 
has its advantages and disadvantages, and the choice of technique depends on the specific application requirements. 
Pre-processing steps such as filtering, and normalization can enhance the quality of the extracted features. 
Furthermore, machine learning algorithms, such as hidden Markov models and neural networks, can be used to 
classify and recognize speech based on the extracted features. Overall, selecting appropriate speech feature 
extraction techniques is essential for achieving accurate and efficient speech processing and recognition. 
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